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Abstract

This is a write-up of a course on supersymmetry given at the 42nd and 43rd Maria

Laach School on High Energy Physics in 2010 and 2011. The course time was shared

between little lecture blocks and blocks where students worked on problems, which

is reflected in the write-up. The selected material starts with motivating supersym-

metry as the unique viable possibility to extend Poincaré symmetry in the context

of relativistic quantum field theory. After a reasonable amount of spinor gymnastics,

superspace is introduced and everything necessary for the formulation of supersym-

metric models with potential relevance at the electroweak scale is constructed from

there. Finally, the simplest supersymmetric field theories, namely the Wess Zumino

model and supersymmetric Abelian gauge theory, are formulated and discussed.



Preliminary Note

This is a write-up of the course on supersymmetry which I gave at the 42nd and 43rd Maria
Laach School on High Energy Physics in Maria Laach Abbey (2010) and Bautzen (2011),
respectively. While the course is quite a bit algebra-oriented, it is meant to be accessible
for theorists and experimentalists because the required previous knowledge is minimal.
Essentially all necessary relations are derived within the course. For this reason, the
variety of topics covered in the course is comparably limited. However, it is my hope that
a more solid knowledge and understanding of the basics of supersymmetry, as was the aim
here, will enable the course participants to further their studies in topics of supersymmetry
if they wish.

The course time was shared between little lecture blocks and blocks where students
worked on problems, which is reflected in the write-up. In the write-up, problems are
in grey-shaded boxes and the answers (and sometimes a few steps of the solution) follow
directly afterwards. In total, the designated problems in the write-up are more than one
could do in the roughly 12 hours. So a selection was made. In particular, there are
two problems which get quite lengthy, when done completely: a) the transformation of a
scalar superfield under a supersymmetry transformation and b) the product of two scalar
superfields. Both can be shortened considerably, if only the terms most necessary for what
comes afterwards are done as problems.

I would like to thank the organisers of the Maria Laach School, Siegfried Betkhe,
Thomas Mannel and Reinhold Rückl for inviting and re-inviting me to deliver a course on
supersymmetry and for the organisation of such an excellent school. My greatest thanks
go to the students which attended my course in 2010 and 2011.

Oliver Brein, Freiburg, 19.9.2011
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1.3 Haag  Lopuszański Sohnius Theorem . . . . . . . . . . . . . . . . . . . . . . 6

2 Conventions & Basic Algebraic Relations 9
2.1 Minkowski Space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
2.2 Spinor Space . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10

3 Superspace & Superfields 18
3.1 Superspace . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 18
3.2 Superfields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
3.3 Superspace Representations of SUSY Generators . . . . . . . . . . . . . . . 22
3.4 SUSY-Covariant Derivative . . . . . . . . . . . . . . . . . . . . . . . . . . 23
3.5 Restricted Superfields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
3.6 Products of Superfields . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29

4 Supersymmetric Field Theories 34
4.1 Wess Zumino Model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.2 Abelian Gauge Theory . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36

4.2.1 Minimal Substitution, Matter Gauge Interaction . . . . . . . . . . . 36
4.2.2 Kinetic Term of the Gauge Field . . . . . . . . . . . . . . . . . . . 40
4.2.3 The Full Lagrangian . . . . . . . . . . . . . . . . . . . . . . . . . . 43

2



1 Motivation

1.1 Coleman Mandula Theorem

In the 1960’s, efforts had been made to relate baryons of different spin by symmetries in a
relativistically invariant way. This endeavour failed. In fact, it was proven in a sequence of
“no-go” theorems that, assuming certain properties of the considered quantum field theory
to hold, it does not make sense to try it.

The theorem with the widest applicability is the Coleman Mandula Theorem [1], of
which we will only report its main result:

For a quantum field theory with relativistic invariance, analyticity of scattering
matrix elements, and some additional reasonable conditions (see [1]), the broad-
est symmetry group of the S-matrix must be a direct product of the Ponicaré
group and a group of internal symmetries. In other words, no non-trivial con-
nection between Ponicaré symmetry and internal symmetry is possible.

The theorem is formulated for Lie algebras, i.e. based on generators of symmetry trans-
formations which are related to each other by commutation relations. A Lie algebra with
N elements Ai (i = 1, . . . , N) can be written as

[Ai, Aj] = ifijkAk , (1)

where the so-called structure constants fijk are numbers (real or complex) and a sum over
k, running from 1 to N , is implied. The elements Ai can be viewed as basis vectors of a
vector space. The algebra is precisely this vector space which is spanned by all possible
linear combinations of the Ai.

From a given algebra, one can get the mathematical structure of a group by exponen-
tiating elements of the algebra:

g(α) = eiαkAk , (2)

with continuous parameters α ≡ (α1, · · · , αN) (sum over k implied again!). Equation (1)
expresses that the commutator of any two elements Ai and Aj of the algebra is again an
element of the algebra, i.e. a certain linear combination of the “basis vectors” Ai. A group
“multiplication” can be given by the Baker-Campbell-Hausdorff (BCH) Formula

g(α)g(β) ≡ eAeB = exp

{ ∞∑

n=1

1

n!
Cn(A,B)

}

(3)

with A = iαkAk and B = iβkAk. It would be tedious, and at this point irrelevant, to try
to give an explicit form of the functions Cn(A,B). The essential observation here is that
the Cn(A,B) are sums of (n − 1) multiple commutators of A and B. From Eq. (1), it is
clear that any multiple commutator of elements of the algebra is also an element of the
algebra. Thus, all the Cn(A,B) are elements of the algebra and can be calculated using
the commutation relations (1) for the elements Ai.

There is a simple algorithmic way to obtain expressions for the Cn(A,B) explicitly up
to a given order. This comprises our first exercise:
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Derive C1, C2, [C3] using the Baker-Campbell-Hausdorff Formula in the form

ln(eAeB) =

∞∑

n=1

1

n!
Cn(A,B) . (4)

Remember that the operator-valued functions ln(X) and exp(X) are defined
by their Taylor expansion:

ln(X) =

∞∑

n=1

(−1)n+1X
n

n
= X − X2

2
+
X3

3
± · · · , (5)

eX =
∞∑

n=0

Xn

n!
= 1 +X +

X2

2
+
X3

3!
+ · · · . (6)

In order to sort powers of algebra elements more easily, one can use the trick
to introduce an arbitrary parameter t by shifting A → tA and B → tB in
Eq. (4) and use the fact that Cn(tA, tB) = tnCn(A,B).

Contrary to the spirit of the exercises, let us reveal the result of the above exercise here
(plus a few more terms) for future reference:

C1(A,B) = A+B , (7)

C2(A,B) = [A,B] , (8)

C3(A,B) =
1

2
[A, [A,B]] +

1

2
[B, [B,A]] , (9)

C4(A,B) = [[A, [A,B], B] . (10)

While, by definition, the n-th order term Cn is a polynomial in the (in general) non-
commuting elements A and B, it is still remarkable that all those terms combine to a sum
of multiple commutators.

1.2 Not covered by Coleman Mandula

As is always the case with “no-go” theorems, their decision on whether some theoreti-
cal proposal is a good or a bad idea relies on the assumptions of the theorem. Finding
a loophole in the Coleman Mandula Theorem was not how supersymmetry was discov-
ered originally [2, 3, 4]. Yet, it is now the most natural starting point for introducing
supersymmetry. So, let’s do it this way.

The Coleman Mandula Theorem considers symmetry generators which all fulfil com-

mutation relations among each other. Not covered by the theorem are extended algebraic
structures, so-called “graded” Lie algebras, which also involve anti-commutation relations.
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Such structures, contain so-called “bosonic” and “fermionic” elements: B and F , respec-
tively. Schematically, the algebraic relations among those elements have the form:

[B,B′] = B′′ , [B,F ] = F ′ , {F, F ′} = B , (11)

i.e. the commutator of two bosonic elements is again a bosonic element, the commutator
of a bosonic and a fermionic element is a fermionic element and the anti-commutator of
two fermionic elements is a bosonic element. More explicitly, given some elements Bi and
Fα, the algebraic relations can be written as

[Bi, Bj ] = iaijkBk , [Bi, Fα] = biαβFβ , {Fα, Fβ} = icαβiBi , (12)

with structure constants aijk, biαβ and cαβi. Again, sums over the doubly appearing indices
on the right-hand sides of the three equations are implied.

Not every choice of structure constants gives a valid set of algebraic relations. In fact,
the structure constants underlie several constraints which follow from the algebraic struc-
ture. Anti-symmetry and symmetry properties of the commutators and anti-commutators
under the exchange of elements result in constraints like aijk = −ajik and cαβi = cβαi. How-
ever, there are also identities which hold for certain sums of products of three elements of
the graded algebra, the so-called Graded Jacobi Identities:

[[B,B′], B′′] + [[B′′, B], B′] + [[B′, B′′], B] = 0 , (13)

[{F, F ′}, B] + {[B,F ], F ′} − {[F ′, B], F} = 0 , (14)

[[B,B′], F ] + [[B′, F ], B] + [[F,B], B′] = 0 , (15)

[{F, F ′}, F ′′] + [{F ′, F ′′}, F ] + [{F ′′, F}, F ′] = 0 , (16)

with B,B′, B′′ and F, F ′, F ′′ any bosonic and fermionic element of the graded algebra,
respectively. Writing the Graded Jacobi Identities for explicit elements of the graded al-
gebra Bi and Fα, and using Eqs. (12) repeatedly, one obtains a set of equations which the
structure constants are also constrained to fulfil.

In order to demonstrate that the Graded Jacobi Identities just follow from
the definition of commutation and anti-commutation brackets, a little exer-
cise is in order: show that Eq. (14) holds [and, if you feel like it, go for Eq.
(16) too].

One could worry now whether exponentiation of elements of the graded Lie algebra
leads to group elements as in the case of an ordinary Lie algebra. After all, the graded
algebra only knows anti-commutation relations between the fermionic elements of the al-
gebra, while the BCH Formula (3) always requires the knowledge of commutation relations
between any element of the algebra. However, the step from the (graded) algebra to
group elements by exponentiation, using the Baker-Campbell-Hausdorff Formula (3), can
be achieved using Grassmann numbers as parameters to multiply the fermionic generators.
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Grassmann numbers are algebraic objects which are anti-commuting and nilpotent, i.e.
their square vanishes. Given two Grassmann numbers ξ and η, their essential features can
be summarised as follows:

ξη = −ηξ , ξ2 = η2 = 0 . (17)

Furthermore, in the context of graded Lie algebras we develop here, the Grassmann param-
eters are required to anti-commute with all fermionic elements of the algebra and commute
with all bosonic elements:

ξB = Bξ , ξF = −Fξ . (18)

Thus we get for the commutator of fermionic elements F, F ′ multiplied by Grassmann
parameters ξ, η:

[ξF, ηF ′] = ξFηF ′ − ηF ′ξF
= −ξFF ′η − ξηF ′F
= −ξFF ′η − ξF ′Fη
= −ξ{F, F ′}η = −ξη{F, F ′} ,

i.e. the commutator [ξF, ηF ′] is determined by the anticommutator {F, F ′}. Hence, expo-
nentiation of elements of the graded Lie algebra leads to group elements g, with the group
multiplication law governed by the BCH formula, if bosonic elements are multiplied by
commuting numbers (say real or complex numbers) and fermionic elements by Grassmann
numbers, e.g.

g(α, ξ) ≡ g(α1, · · · , ξ1, · · · ) = ei(αkBk+ξβFβ) .

1.3 Haag  Lopuszański Sohnius Theorem

After having set up the mathematical stage for this profound evasion of the Coleman Man-
dula Theorem, one can try to find fermionic elements of a graded Lie algebra, additional
to the generators of Poincaré transformations, i.e. translations in time and space, boosts
and rotations. Based on the Coleman Mandula Theorem, Haag  Lopuszański and Sohnius
studied the possibilities for symmetries of the S-matrix of a quantum field theory of such
an extended algebraic structure. The fact that the Poincaré generators need to be part of
the algebra as well as the constraints coming from the graded Jacobi Identities (13) to (16)
restrict possible structures considerably. In fact, the term “supersymmetry algebra” had
already been coined before the paper of Haag  Lopuszański and Sohnius for spin-1

2
opera-

tors Q, Q̄ fulfilling (schematically) the following algebraic relations with the 4-momentum
operator:

{Q, Q̄} ∝ P , [Q,P ] = [Q̄, P ] = 0 .

With this knowledge, a brief statement of the Haag  Lopuszański Sohnius Theorem can now
be formulated as follows:
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Of all graded Lie algebras, only supersymmetry algebras (together with their
extension to include “central charges”) give symmetries of the S-matrix which
are consistent with relativistic quantum field theory.

The elements of the most general supersymmetry algebra are:

Pµ generators of translations in time and space ,

Mµν generators of rotations and boosts (i.e. Lorentz transformations) ,

QL
α, Q̄

L
α̇ “super charges,” generators of so-called

supersymmetry transformations (L = 1, · · · , N) ,

Bl generators of internal symmetry transformations .

The supersymmetry transformations generated by the Q’s and Q̄’s should be seen as exter-
nal symmetries. The consecutive application of two supersymmetry transformations leads
to a translation. So, in a sense, the super charges can be regarded as something like square
roots of the momentum operator. The open index α and α̇ of QL and Q̄L, respectively,
denote the components of the Weyl spinor representation space QL and Q̄L belong to. This
will be explained in the next section. The matrix of generators of Lorentz transformations
Mµν is antisymmetric under exchange of the indices (Mµν = −Mνµ), i.e. there only 6
independent generators: M0i(i = 1, 2, 3) corresponding to boosts in three spatial directions
and M12,M23,M31 to rotations about three axes. The internal symmetry transformations,
generated by the Bl’s, form a compact, semi-simple group with possibly extra Abelian
factors.

Returning (shortly) to the no-go aspect of the Coleman-Mandula Theorem, i.e. the
forbidden mixing between external and internal symmetries, one can state now in what
respect such a mixing can happen in the framework of supersymmetry. If there are two or
more super charges (i.e. N > 1), they may transform non-trivially under internal symmetry
transformations according to some representation r(Bl):

[QL
α, Bl] = i [r(Bl)]

L
MQ

M
α , [Q̄L

α̇, Bl] = i [r(Bl)
⋆]LMQ̄

M
α̇ .

We refrain here from showing the full set of algebraic relations of the general supersymmetry
algebra for arbitrary N as we will focus in the rest of the course on the case N = 1.

There are many reasons to bring forward which show that (N > 1) supersymmetry does
not allow to construct models which embed our current understanding of particle physics
(the Standard Model, that is). Trying to implement models with supersymmetric features,
which are at the same time valid at the electroweak scale, the observation of electroweak
symmetry is mandatory. The smallest building blocks of (N > 1) supersymmetry, how-
ever, are field multiplets (so-called super multiplets) which contain left- and right-chiral
fermion fields among their components. Those component fields are mapped into linear
combinations of them under supersymmetry transformations. Hence, the chirality of the
electroweak interactions, which requires the left- and right-chiral fermions to transform
according to different representations of the SU(2)×U(1) gauge group, cannot be consis-
tent with supersymmetry in this case. Only for N = 1 supersymmetry, there exist super
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multiplets which contain just a left-chiral or just a right-chiral fermion field among their
fermionic components. As our focus here is on the construction of models with supersym-
metric features which are phenomenologically relevant down to the electroweak scale, we
will discuss N = 1 supersymmetry in the following. However, the argument for N = 1 as
the only viable possibility for supersymmetry at the electroweak scale does not exclude the
possibility of having (N > 1) supersymmetry realized in nature at some (possibly much)
higher energy scale.

Let us present now the main result of the Haag  Lopuszański Sohnius paper for the
N = 1 case: the N = 1 Super-Poincaré Algebra: It, of course, contains the relations of the
Poincaré Algebra:

[Mµν ,Mρλ] = i(gµρMλν − gµλMρν + gνρMµλ − gνλMµρ) , (19)

[Pµ,Mνρ] = i(gµνPρ − gµρPν) , (20)

[Pµ, Pν ] = 0 . (21)

Furthermore, there are the relations of the super charges among themselves and with the
Poincaré generators:

{Qα, Q̄α̇} = 2 σµ
αα̇Pµ , (22)

{Qα, Qβ} = {Q̄α̇, Q̄β̇} = 0 , (23)

[Qα, Pµ] = [Q̄α̇, Pµ] = 0 , (24)

[Qα,Mµν ] =
1

2
(σµν) β

αQβ , (25)

[Q̄α̇,Mµν ] = −1

2
Q̄β̇(σ̄µν)β̇α̇ . (26)

The generators of the internal symmetry group (e.g. the gauge group of the model) fulfil
Lie algebra relations

[Bl, Bm] = i cklmBk , (27)

and there is also the possibility that the supercharges are charged under some Abelian
subgroup of the internal symmetries, i.e. for a certain linear combination R := alBl,
adjusting the overall normalisation accordingly, one can have an additional so-called R-
symmetry:

[Qα, R] = Qα , [Q̄α̇, R] = −Q̄α̇ . (28)
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2 Conventions & Basic Algebraic Relations

2.1 Minkowski Space

The set of all transformations of space and time coordinates which leave the “line element”
of the four-dimensional space-time,

ds2 = dt2 − d~x2 = dxµdx
µ = gµνdx

µdxν , (29)

invariant are called Poincaré transformations. The Poincaré transformations comprise:

• 4 translations (3 in spatial direction, one in the time direction)
xµ → x′µ = xµ + aµ,

• 6 proper Lorentz transformations (3 rotations, 3 boosts):

xµ → x′µ =
3∑

ν=0

Λµ
νx

ν (with det Λ = 1),

• space reflections (~x→ −~x), time reversal (t→ −t).

Any Ponicaré transformation can be represented by consecutive applications of the above
transformations. Mathematically speaking, all Ponicaré transformations taken together
form a group: the Ponicaré group. The proper Lorentz transformations in combination
with space reflections and time reversal form the Lorentz group, a subgroup of the Ponicaré
group. The translations together with the proper Lorentz transformations form a Lie group
with 10 real continuous parameters.
Let us collect in the following our notation and some essential definitions

− Four-vector: x = (xµ) = (x0, x1, x2, x3) = (t, ~x) : (contravariant components x).

− Metric tensor g = (gµν) =







1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1







,

g−1 =







1 0 0 0
0 −1 0 0
0 0 −1 0
0 0 0 −1







=: (gµν). With that, we have (g−1g)µν =
∑3

ρ=0 g
µρgρν = δµν .

− Index naming convention:
⋆ Latin letters are space indices (i, j, k, l,m, · · · ) ∈ {1, 2, 3}
⋆ letters from the back part of the Greek alphabet are

Lorentz indices (µ, ν, ρ, σ, · · · ) ∈ {0, 1, 2, 3}
⋆ letters from the beginning of the Greek alphabet are

spinor indices (α, β, γ, δ, · · · ) ∈ {1, 2} (to be discussed later)

− (Einstein’s) summation convention: if the same index appears twice in an expression,
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a sum over this index over its appropriate index range is implied,

i.e. xµy
µ =

3∑

µ=0

xµy
µ, klxl =

3∑

µ=1

klxl, or ψαχα =

2∑

α=1

ψαχα.

− Definition of covariant indices (by “contraction with the metric”):
xµ := gµνx

ν , (xµ) = (x0,−x1,−x2,−x3) = (t,−~x). Note that ~x always means (x1, x2, x3).

− The change from co- to contravariant indices for any Lorentz tensor is defined by the
contraction of the appropriate index with the metric tensor, e.g.
T µ

ν = gµρTρν oder T ν
µ = gµρg

νσT ρ
σ. In particular, gµν = gµρgρν = δµν .

− Derivative ∂µ :=
∂

∂xµ
and ∂µ :=

∂

∂xµ
= gµν∂ν .

Note the consistency of the index positions: ∂µx
µ = ∂µxµ = 4 (= invariant).

− The scalar product

x · y = xµy
µ = gµνx

µyν , (30)

is invariant under Lorentz transformations. From this, one can read off the major property

of Lorentz transformations: x ·y Λ→ x′ ·y′ = gµνx
′µy′ν = gµνΛµ

ρΛ
ν
σx

ρyσ for any four-vectors
x and y. Hence,

gρσ = gµνΛµ
ρΛ

ν
σ . (31)

Multiplication of this equation with the inverse matrix (Λ−1)στ results in:

(Λ−1)στ = gτµg
σρΛµ

ρ = Λ σ
τ . (32)

From this follows

det Λ−1 = det Λ ⇒ (det Λ)2 = 1 ⇒ det Λ ∈ {+1,−1} . (33)

Lorentz transformations with det Λ = −1 can be represented by a successive application
of a proper Lorentz transformation and a space reflection or a time reversal.

2.2 Spinor Space

Spinor Representations of the Proper Lorentz Group

The lowest dimensional, faithful representations of the proper Lorentz group are two-
dimensional so-called spinor representations: (2×2)-matrices M ∈ SL(2,C) acting on so-
called Weyl spinors. The group SL(2,C) is formed by the set of all (2×2)-matrices M with
complex valued entries which fulfil detM = 1. Weyl spinors are 2-component vectors with
complex components. In general, a (matrix) representation of a group G is a map

{
G −→ vector space of (n× n) matrices M
g 7→ M(g)

, (34)
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where the group “multiplication” (◦) is mapped on the multiplication of (n× n) matrices,
i.e.

M(g2 ◦ g1) = M(g2)M(g1) , (35)

M(e) = 1 , (36)

where e means the neutral element of the group (i.e. e ◦ g = g ◦ e = g for any g ∈ G) and
1 the identity matrix. It is easy to see, that if M(g) is a matrix representation of a group,
so is M⋆(g), M−1,T (g) and M−1,†(g).

Let us collect now the notation for those four standard spinor representations of the
proper Lorentz group. Apart from how the representations are related to each other, the
following equations shows our conventions for the positions and naming of spinor indices
of the representation matrices and of a corresponding sample Weyl spinor.

(
1

2
, 0) : M β

α , ψα ← complex conjugation→ (M⋆) β̇
α̇ , ψ̄α̇ (37)

m m

(M−1,T )γδ , ψ
α ← complex conjugation→ (M−1,†)γ̇

δ̇
, ψ̄α̇ : (0,

1

2
) (38)

While the left and right hand sides in (37) and (38) are inequivalent representations, related
to each other by complex conjugation, the lower and upper representations on both sides
are equivalent. They can be transformed into each other by similarity transformations with
regular matrices ǫ and ǭ (to be defined below):

(M−1,T )γδ = ǫγαM β
α (ǫ−1)βδ , (39)

(M−1,†)γ̇
δ̇

= ǭδ̇β̇(M⋆) β̇
α̇ (ǭ−1)α̇γ̇ , (40)

where a summation over any doubly appearing spinor index is understood.
The conversion of a Weyl spinor with upper or lower indices to one with the opposite

index position is also achieved by applying the matrices of the similarity transformations
above: the spinor space epsilon tensors (to be defined shortly):

ψα = ǫαβψβ , ψα = ψβǫβα ց “North-West” rule (41)

ψα̇ = ψβ̇ ǭ
β̇α̇ , ψα̇ = ǭα̇β̇ψ

β̇ ր “South-West” rule . (42)

The next thing to define is how we will denote complex conjugated objects :

(ψα)⋆ = ψ̄α̇ , (ψα)⋆ = ψ̄α̇ . (43)

Here, and throughout the course, we only deal with Grassmann-valued Weyl spinors. For
such objects, one defines a reversal of the order of factors in products as part of the complex
conjugation operation:

(ψαχβ)⋆ = χ̄β̇ψ̄
α̇ (44)
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and likewise for any other index position.
The spinor-space epsilon tensors are defined as follows:

ǫαβ = −ǫβα , ǫαβ = −ǫβα , ǭα̇β̇ = −ǭβ̇α̇ , ǭα̇β̇ = −ǭβ̇α̇ , (45)

i.e. they are antisymmetric under exchange of the indices, and the components are

ǫ12 = ǫ12 = 1 ǭ1̇2̇ = ǭ1̇2̇ = −1 . (46)

Written as a 2× 2-matrix, the epsilon tensors look like that:

((ǫαβ)) =

(
0 1
−1 0

)

= ((ǫαβ)) = −((ǭα̇β̇)) = −((ǭα̇β̇)) . (47)

Applying this matrix on a real 2-dimensional vector v, yields a vector ṽ orthogonal to v.
Hence, it is easy to understand that ṽ has the same transformation properties with respect
to Lorentz transformations as v.

The following properties hold for the spinor-space epsilon tensors:

The ǫ tensors are numerically invariant under Lorentz transformations M , e.g.

ǫαβ
M−→M γ

α M δ
β ǫγδ = detM ǫαβ = ǫαβ . (48)

Prove M γ
α M δ

β ǫγδ = detM ǫαβ .

The upper and lower index versions of the epsilon tensors represent the inverse matrix of
each other up to a minus sign:

ǫαβǫβγ = −δαγ , ǭα̇β̇ ǭβ̇γ̇ = −δα̇γ̇ . (49)

Thus, the conversion to epsilon tensors with opposite index position is consistent with the
one for spinors:

ǫαβǫδγǫβγ = ǫαδ , ǭβ̇γ̇ ǭ
β̇α̇ǭγ̇δ̇ = ǭα̇δ̇ . (50)

As ((ǫαβ)) and ((ǭα̇β̇)) are defined to be off by a factor −1 and both matrices have only
real entries, a peculiar-looking rule applies for complex conjugation:

(ǫαβ)⋆ = −ǭα̇β̇ . (51)

The transformation properties of Weyl spinors under a Lorentz transformation Λ are
determined by the matrix M ≡ M(Λ) as follows:

ψα → ψ′α = M β
α ψβ ,

ψα → ψ′α = (M−1,T )αβψ
β = ψβ(M−1) α

β , (52)

ψ̄α̇ → ψ̄′α̇ = (M⋆) β̇
α̇ ψ̄β̇ = ψ̄β̇(M †)β̇α̇ ,

ψ̄α̇ → ψ̄′α̇ = (M−1,†)α̇
β̇
ψ̄β̇ .
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Show that the spinor products φαψα and φ̄α̇ψ̄
α̇ are invariant under Lorentz

transformations. (Summation over doubly appearing spinor indices is un-
derstood.)

Spinor Relations

Products of Weyl spinors where the same number of upper and lower indices appear and
which are all contracted (i.e. summed over) are Lorentz invariant. In order to get rid of
contracted indices in the notation, we define a standard order of objects with contracted
indices:

ψχ := ψαχα ց “North-West” rule , (53)

ψ̄χ̄ := ψ̄α̇χ̄
α̇ ր “South-West” rule , (54)

i.e. unwritten contractions of undotted spinor indices are meant to be done in “north-
westerly” fashion and of dotted spinor indices in “south-westerly” fashion. This is akin
to the rules introduced in the context of “pulling indices” up or down in Eqs. (41) and (42).

A little exercise to get practice with this notation: Show for Weyl spinors
(ψ, χ, ψ̄, χ̄) with anti-commuting (i.e. Grassmann) components that

ψχ = χψ and ψ̄χ̄ = χ̄ψ̄. (55)

The first relation is proven as follows:

ψχ = ψαχα
Grassmann

= −χαψ
α (41)

= −χβǫβαψ
α (45)

= χβψαǫαβ
(41)
= χβψβ = χψ . �

Now from the nice notation back to ugly-looking explicit components: Given
are a Grassmann-valued Weyl spinor ((θα)) = (θ1, θ2) and its complex conju-
gate ((θ̄α)) = (θ̄1̇, θ̄2̇) . Calculate θθ [θ̄θ̄] explicitly in terms of the components
θ1, θ2 [θ̄1̇, θ̄2̇].

Let us just quote the results here:

θθ = −2θ1θ2 = −2θ1θ2 , θ̄θ̄ = 2θ̄1̇θ̄2̇ = 2θ̄1̇θ̄2̇ . (56)

These expressions can be used together with the usual anti-commutation properties of
Grassmann numbers, θ1θ2 = −θ2θ1, (θ1)

2 = (θ2)
2 = 0, to solve the next exercise.
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Show

θαθβ = −1

2
ǫαβ(θθ) . (57)

Derive similar expressions for θαθβ, θ̄α̇θ̄β̇ and θ̄α̇θ̄β̇ .

A write-up is a write-up (sigh). This is what one should arrive at in the other three cases:

θαθβ = −1

2
ǫαβ(θθ) , (58)

θ̄α̇θ̄β̇ = −1

2
ǭα̇β̇(θ̄θ̄) , (59)

θ̄α̇θ̄β̇ = −1

2
ǭα̇β̇(θ̄θ̄) . (60)

The fact that all the above four equations have the same sign is one of the nice features of
our choice of definitions for the spinor space epsilon tensors.

Grassmann-valued derivatives (integration)

Derivatives with respect to Grassmann numbers have to be Grassmann objects themselves
for consistency reasons. A certain freedom in how to define these objects exists, which is
(unfortunately) also reflected in the literature. However, care has to be taken because a
consistent definition will not have all properties one would expect to hold from experience
with commuting objects.

First let us define the shorthands:

∂α :=
∂

∂θα
, ∂α :=

∂

∂θα
, ∂̄α̇ :=

∂

∂θ̄α̇
, ∂̄α̇ :=

∂

∂θ̄α̇
. (61)

We will require (and this is already a debatable choice!) the right-action of those Grass-
mann derivatives on objects linear in θ or θ̄ to act as one would expect from commuting
variables:

∂αθ
β = δβα , ∂αθβ = δαβ , ∂̄α̇θ̄

β̇ = δβ̇α̇ , ∂̄α̇θ̄β̇ = δα̇
β̇
. (62)

Using Eq. (62), show (without changing index positions of the derivatives!)
that:

∂αθβ = ǫαβ , ∂αθβ = −ǫαβ , ∂̄α̇θ̄β̇ = −ǭα̇β̇ , ∂̄α̇θ̄β̇ = ǭα̇β̇ . (63)
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Grassmann-valued derivatives have to be anti-commuting too:

∂α∂β = −∂β∂α , ∂̄α̇∂̄β̇ = −∂̄β̇ ∂̄α̇ , ∂α∂̄β̇ = −∂̄β̇∂α , etc. (64)

Now to one of the unusual properties. The definitions Eqs. (61) and (62) imply

∂α = −ǫαβ∂β , ∂̄α̇ = −∂̄β̇ ǭβ̇α̇ . (65)

We prove here one of the relations:

Eq. (62): ∂αθ
β = δβα

ǫγα∂αθ
βǫβδ = ǫγαǫαδ

(ǫγα∂α)θδ = −δγδ .

Comparing this result with ∂γθδ = δγδ from Eq. (62), we get indeed

∂γ = −ǫγα∂α . �

Thus, special care has to be taken when in calculations the index positions of the Grass-
mann derivatives are changed.

Also seemingly unusual is the behaviour of Grassmann derivatives under complex con-
jugation:

(
∂

∂θα

)⋆

= − ∂

∂θ̄α̇
,

(
∂

∂θ̄α̇

)⋆

= − ∂

∂θα
, (66)

(
∂

∂θα

)⋆

= − ∂

∂θ̄α̇
,

(
∂

∂θ̄α̇

)⋆

= − ∂

∂θα
,

where all derivatives are meant to act to the right.

Prove Eqs. (66). They follow directly out of the reversal of the order of
Grassmann factors under complex conjugation in Eq. (43), which also has
to flip the direction in which a Grassmann derivative acts.

For instance, for a Grassmann number ξ, one has 1 = (
−→
∂
∂ξ
ξ) = ξ⋆(

←−
∂
∂ξ

)⋆.

Using Eq. (62) we get the relations:

∂αθ
α = ∂αθα = ∂̄α̇θ̄

α̇ = ∂̄α̇θ̄α̇ = 2 . (67)

Furthermore, a “Grassmannised” Leibniz rule applies:

∂α(θβθγ) = δβαθ
γ − θβδγα , (68)

∂̄α̇(θ̄β̇ θ̄γ̇) = δβ̇α̇θ̄
γ̇ − θ̄β̇δγ̇α̇ . (69)
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Using the above, show:

∂α(θθ) = +2θα , ∂α(θθ) = −2θα , ∂α∂α(θθ) = 4 , (70)

∂̄α̇(θ̄θ̄) = −2θ̄α̇ , ∂̄α̇(θ̄θ̄) = +2θ̄α̇ , ∂̄α̇∂̄α̇(θ̄θ̄) = 4 . (71)

Generators of SL(2,C)

Proper Lorentz transformations in spinor space are represented by the following matrices

(
1

2
, 0) : M(ω) β

α = e
i
2
ωµν(σµν ) β

α with (σµν) β
α =

i

2
[(σµ)αβ̇(σ̄ν)β̇β − (σν)αβ̇(σ̄µ)β̇β] ,

(72)

(0,
1

2
) : (M−1,†(ω))α̇

β̇
= e

i
2
ωµν(σ̄µν )α̇

β̇ with (σ̄µν)α̇
β̇

=
i

2
[(σ̄µ)α̇β(σν)ββ̇ − (σ̄ν)α̇β(σµ)ββ̇] ,

(73)

where

((σµ)αβ̇) = (1αβ̇ , (σ
k)αβ̇) , (74)

((σ̄µ)α̇β) = (1α̇β,−(σk)α̇β) , (75)

and 1 is the unit matrix and σk are the Pauli matrices:

σ1 =

(
0 1
1 0

)

, σ2 =

(
0 −i
i 0

)

, σ3 =

(
1 0
0 −1

)

. (76)

The Pauli matrices (and of course the unit matrix) are unitary. Hence, under hermitian
conjugation, we have

(σµ)† = σµ (77)

or explicitly for the components

((σµ)αβ̇)⋆ = (σµ)βα̇ . (78)

The “bared” and “unbared” Pauli matrices are related to each other via the spinor-space
epsilon tensors:

(σ̄µ)α̇β = ǫβγ(σµ)γδ̇ ǭ
δ̇α̇ , (79)

(σµ)αβ̇ = ǭβ̇γ̇(σ̄µ)γ̇δǫδα , (80)

and matrix products of them fulfil

(σµ)αβ̇(σ̄ν)β̇β = gµνδβα − i(σµν) β
α , (81)

(σ̄µ)α̇β(σν)ββ̇ = gµνδα̇
β̇
− i(σ̄µν)α̇

β̇
. (82)
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Show that (σµν) α
α = (σ̄µν)β̇

β̇
= 0. Use this result, together with the above

relations, to calculate the traces

(σµ)αβ̇(σ̄ν)β̇α and (σ̄µ)α̇β(σν)βα̇ .

For future reference, here’s the result of the above exercise:

(σµ)αβ̇(σ̄ν)β̇α = 2gµν , (σ̄µ)α̇β(σν)βα̇ = 2gµν . (83)

Without proof, we quote the result of contracting the Lorentz indices of a “bared” and an
“unbared” Pauli matrix (one may straightforwardly prove it by employing the representa-
tion of the Pauli matrices explicitly):

(σµ)αβ̇(σ̄µ)γ̇δ = 2δδαδ
γ̇

β̇
. (84)

Show

(σµ)αα̇(σµ)ββ̇ = −2ǫαβ ǭα̇β̇ . (85)

Contractions of products of Pauli matrices with spinors are the bread and butter of
calculations in supersymmetric field theories. Hence, quite a bit of gymnastics with such
constructions are in order. By the way, showing the validity of the following relations will
not be mere exercise. All of them will be needed in relevant calculations later on.

For the anticommuting Weyl spinors ξα, λ̄α̇, θα, θ̄α̇, φα, χ̄α̇, show the follow-
ing relations:

ǭα̇β̇ξα(σµ)αβ̇ = (σ̄µ)α̇βξβ =: α̇(σ̄µξ) , (86)

(λ̄σ̄µξ) = −(ξσµλ̄) , (87)

(θξ)(θ̄λ̄) =
1

2
(θσµθ̄)(ξσµλ̄) , (88)

(φθ)θ̄α̇ =
1

2
(θσµθ̄)(φσµ)α̇ , (89)

(θσµξ̄)(θ̄∂µχ̄) = −1

2
(θσµθ̄)(∂νχ̄σ̄µσ

ν ξ̄) . (90)

Now, with most of the previous exercises successfully completed, we should, at last, be
reasonably prepared for discussing the building blocks of supersymmetric field theory.
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3 Superspace & Superfields

3.1 Superspace

An element of the super-Poincaré group (sP) can be written as

g(x, θ, θ̄, ω) = ei{xµP
µ + θαQα + Q̄α̇θ̄

α̇}
︸ ︷︷ ︸

t(x,θ,θ̄) super translation

e
i
2
{ωµνMµν}

︸ ︷︷ ︸

l(ω) Lorentz transformation

. (91)

The t’s and the l’s form subgroups of sP : sT and L. The super translations sT even
form an invariant subgroup, i.e. ∀g∈sP,t∈sT : g ◦ t ◦ g−1 ∈ sT The space parametrised
by the translation parameters z = (x, θ, θ̄) is called superspace (SSP). Multiplication of a
translation t(z) with an arbitrary g ∈ sP can always be expressed in terms of a product of
t and l:

g ◦ t(z) = t(z′) ◦ l(ω) with z′ = z′(g, z), ω = ω(g, z) . (92)

In other words, left multiplication of a super translation with a group element g induces a
transformation on the translation parameters z. These induced transformations:

g :

{
SSP → SSP
z 7→ z′(g, z)

(93)

form a representation of sP. This goes under the name coset space construction SSP =
sP/L.

A particularly important (and simple) subclass of induced transformations are multi-
plications with another super translation:

t(x′, θ′, θ̄′) = t(y, ξ, ξ̄)t(x, θ, θ̄) = eAeB with

{
A = i(y · P + ξQ+ Q̄ξ̄)
B = i(x · P + θQ+ Q̄θ̄)

. (94)

Calculate this induced transformation on z = (x, θ, θ̄), i.e. use the Baker-
Campbell-Hausdorff Formula, Eq. (3), to write eAeB again as an exponenti-
ation of an element of the algebra and then identify the parameters x′µ, θ′α

and θ̄′α̇ as functions of (y, ξ, ξ̄) and (x, θ, θ̄).

Due to the Grassmann nature of the spinor parameters ξ, ξ̄ and θ, θ̄, the series in the
exponent of the left-hand-side of Eq. (3) collapses to two terms and we get for the induced
transformations:

x′µ = xµ + yµ + iξσµθ̄ − iθσµξ̄ ,

θ′α = θα + ξα , (95)

θ̄′α̇ = θ̄α̇ + ξ̄α̇ .
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The important special class of transformations where only the Grassmann-valued parame-
ters ξ and ξ̄ of the super translations are non-zero is called supersymmetry transformations:

x′µ = xµ + iξσµθ̄ − iθσµξ̄ ,

θ′α = θα + ξα , (96)

θ̄′α̇ = θ̄α̇ + ξ̄α̇ .

3.2 Superfields

A straightforward way to formulate supersymmetric field theories goes via the introduc-
tion of superfields, which are quantum fields in superspace, i.e. operators in Fock space
which are functions of the superspace coordinates, Φ̂n(z), with a certain Lorentz structure
indicated by the index n.

The dependence of Φ̂n on the superspace coordinates z can be generated by acting with
a super translation transformation on Φ̂n(0, 0, 0):

Φ̂n(z) = t(z)Φ̂n(0, 0, 0)t−1(z) . (97)

This formal relation looks almost deceptively simple. However, note that, e.g. if the algebra
is represented by differential operators in superspace (as we will introduce shortly), the
knowledge of Φ̂n and all its first and higher derivatives at z = (0, 0, 0) are required in order
to evaluate the right-hand-side.

The general transformation behaviour of a superfield Φ̂n(z) under a super Poincaré
transformation is:

gΦ̂n(z)g−1 ≡ t(zg)l(ωg)Φ̂n(z)l−1(ωg)t
−1(zg) = D−1nm(l)Φ̂m(z′) (98)

with Dnm(l) a matrix representation of the Lorentz group and z′ = z′(g, z) of Eq. (93).
The transformation behaviour under supersymmetry transformations follows from Eqs.

(94) and (97):

t(zg)Φ̂n(z)t−1(zg) = t(zg)t(z)
︸ ︷︷ ︸

t(z′(g,z))

Φ̂n(0, 0, 0) t−1(z)t−1(zg)
︸ ︷︷ ︸

t−1(z′(g,z))

= Φ̂n(z′) (99)

with z′ =







x′µ = xµ + iξσµθ̄ − iθσµξ̄
θ′α = θα + ξα

θ̄′α̇ = θ̄α̇ + ξ̄α̇
.

Scalar Superfield

In a way, the simplest superfield is one which behaves as a scalar under Lorentz transfor-
mations, i.e. one where there is no need for the index n used in the previous equations.
For the scalar superfield Φ̂(z), its transformation under any super Poincaré transformation
g is just the superfield at the transformed coordinates z′:

g Φ̂(z) g−1 = Φ̂(z′) . (100)
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Φ̂(z) can be expressed in terms of an expansion in θ and θ̄ with coefficients which are
functions of the space-time coordinates x, the so-called component fields:

Φ̂(z) = f(x) + θαφα(x) + θ̄α̇χ̄
α̇(x) + (θθ)m(x) + (θ̄θ̄)n(x)

+ (θασµ
αα̇θ̄

α̇)vµ(x) + (θθ)θ̄α̇λ̄
α̇(x) + (θ̄θ̄)θαψα(x) + (θθ)(θ̄θ̄)d(x) . (101)

The component fields consist of four scalar fields (f , m, n, d), one vector field vµ and four
spinor fields (φα, χ̄α̇, λ̄α̇, ψα). Assuming that all component fields are complex-valued, we
count 16 bosonic and 16 fermionic degrees of freedom and exactly half as much if they are
real-valued. Clearly, the transformation z 7→ z′(g, z) in Φ(z) will not lead out of the space
spanned by 1, θα, θ̄α̇ and all higher non-vanishing powers of them.

Supersymmetry Transformation of Component Fields

Next, we study the effect of a supersymmetry transformation of a scalar superfield on its
component fields.
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In order to calculate the transformation properties of component fields of a
scalar superfield under a supersymmetry transformation with infinitesimal
parameters ξα and ξ̄α̇, we insert the transformation z 7→ z′ of Eq. (96) in the
component field representation in Eq. (101) and perform a Taylor expansion
of Φ̂(z′) up to linear order in ξα and ξ̄α̇.

More explicitly, this is what one should do here:

1. Taylor expand the transformed superfield Φ̂(z′)

Φ̂(z′) = Φ̂(z + δz(ξ, ξ̄)) = Φ̂(xµ + yµ, θα + ξα, θ̄α̇ + ξ̄α̇)

up to linear order in the infinitesimal quantities ξα and ξ̄α̇. (Note the short-
hand yµ := iξσµθ̄ − iθσµξ̄.) Under this transformation (almost) every term
in the component field representation experiences two types of variation: a
shift in the θ and θ̄ variables and a shift in the space-time arguments of
the component fields. Although normally one has to be very careful Taylor
expanding in Grassmann variables, we can use here that for the infinitesimal
shift of the space-time argument of any function F (x) by yµ, the normal
Taylor formula holds:

F (x+ y) = F (x) +
∂F (x)

∂xµ
yµ .

One arrives at

Φ̂(z′) = Φ̂(z) + ∂µf(x)yµ + θα∂µφα(x)yµ + ξαφα + . . .

2. After having introduced all shifts, one needs to collect together all terms
which multiply the different non-vanishing monomials in θα and θ̄α̇. The re-
sult can then be identified with the infinitesimal variations of the component
fields defined by

Φ̂(z′) =: Φ̂(z) + δf(x) + θαδφα(x) + . . .

In this process, one needs all the spinor relations mentioned above in order
to write the monomials in θα and θ̄α̇ in the standard form of Eq. (101).

Depending on the time constraints one should try to calculate at least some of the field
variations. In particular, δf(x) is easy to calculate. Also δd(x) is simple to get and it will
play an important role later.

The full set of infinitesimal component field variations under a supersymmetry trans-
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formation reads:

δf(x) = ξφ(x) + ξ̄χ̄(x) ,

δφα(x) = 2 ξαm(x) + α(σµξ̄)[vµ(x)− i∂µf(x)] ,

δχ̄α̇(x) = 2 ξ̄α̇ n(x) − α̇(σ̄µξ)[vµ(x) + i∂µf(x)] ,

δm(x) = ξ̄λ̄(x) +
i

2
(∂µφ(x)σµξ̄) ,

δn(x) = ξψ(x)− i

2
(ξσµ∂µχ̄(x)) , (102)

δvµ(x) = ξσµλ̄(x) + ψ(x)σµξ̄ −
i

2
(ξσν σ̄µ ∂

νφ(x)) +
i

2
(∂ν χ̄(x) σ̄µσν ξ̄) ,

δλ̄α̇(x) = 2 ξ̄α̇ d(x)− iα̇(σ̄µξ) ∂µm(x)− i

2
α̇(σ̄µσν ξ̄) ∂νvµ(x) ,

δψα(x) = 2 ξαd(x)− iα(σµξ̄) ∂µn(x) +
i

2
α(σµσ̄νξ) ∂νvµ(x) ,

δd(x) = ∂µ

(

− i

2
ξσµλ̄(x) +

i

2
ψ(x)σµξ̄

)

.

(103)

Note that the “highest” component of the scalar superfield (i.e. the (θθ)(θ̄θ̄) component),
d(x), transforms as a total derivative. This feature will be employed below when we show
how actions invariant under supersymmetry transformations can be constructed.

3.3 Superspace Representations of SUSY Generators

Given a scalar function of the superspace coordinates z, i.e. a scalar superfield Φ̂(z), we

can derive a representation of the generators of the super translations, P̂ , Q̂ and ˆ̄Q, as
differential operators acting on functions in superspace:

Φ̂(z′) = ei(y · P + ξQ+ Q̄ξ̄)Φ̂(z)e−i(y · P + ξQ+ Q̄ξ̄) =: e−i(y · P̂ + ξQ̂+ ˆ̄Qξ̄)Φ̂(z)
(104)

Derive the differential operators P̂µ, Q̂α and ˆ̄Qα̇. In order to do so, it is
enough to study infinitesimal transformation parameters yµ, ξα and ξ̄α̇. Tay-
lor expanding the left-most and right-most positions of the above equation
chain should do the trick.

The result is

P̂µ = i∂µ , Q̂α = i
∂

∂θα
− α(σµθ̄)

∂

∂xµ
, ˆ̄Qα̇ = −i ∂

∂θ̄α̇
+ (θσµ)α̇

∂

∂xµ
. (105)
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Check the validity of the essential supersymmetry relation, Eq. (22), for the
representation in terms of differential operators just derived, i.e. show

{Q̂α,
ˆ̄Qα̇} = 2 σµ

αα̇P̂µ .

In what follows, we will always work in superspace and use the representations of super-
symmetry generators as differential operators in superspace. Hence, we will drop the hat
symbol (̂ ) from now on, assuming implicitly that all operators mentioned are understood
to be differential operators in superspace.

3.4 SUSY-Covariant Derivative

Differential operators which anti-commute with supersymmetry transformations allow to
formulate constraint equations which are invariant under supersymmetry transformations.
Such operators Dα and D̄α̇ have to fulfil:

{Dα, Qβ} = {D̄α̇, Qβ} = {Dα, Q̄β̇} = {D̄α̇, Q̄β̇} = 0 . (106)

Use the ansatz of a linear differential operator

Dα = ∂α + v · α(σµθ̄)∂µ , v ∈ C ,

and show that for v = −i all required properties in Eq. (106) are fulfilled.
In the process, determine the corresponding expression for D̄α̇ by complex
conjugation (Note the Grassmann subtleties!). Finally, calculate the anti-
commutator {Dα, D̄α̇}.

Let’s collect the results here:

Dα = ∂α − iα(σµθ̄)∂µ , (107)

D̄α̇ = −∂̄α̇ + i(θσµ)α̇∂µ , (108)

and

{Dα, D̄α̇} = 2iσµ
αα̇∂µ . (109)

The linear differential operators Dα and D̄α̇ are called the SUSY-covariant derivatives.
They also anti-commute among themselves

{Dα, Dβ} = {D̄α̇, D̄β̇} = 0 . (110)
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From their form and properties in Eq. (106), it follows that

[Pµ, Dα] = [Pµ, D̄α̇] = [ξQ,Dα] = [ξQ, D̄α̇] = [Q̄ξ̄, Dα] = [Q̄ξ̄, D̄α̇] = 0 .

Hence,

e−i(y · P̂ + ξQ̂+ ˆ̄Qξ̄)Dα = Dαe
−i(y · P̂ + ξQ̂+ ˆ̄Qξ̄) ,

and likewise for D̄α̇. So, indeed, constraint equations on a superfield which are formu-
lated entirely with SUSY-covariant derivatives acting on the superfield are invariant under
supersymmetry transformations (in fact even under super translations). Requiring a su-
perfield to fulfil such a constraint equation will lead to a smaller representation space of
supersymmetry than the unconstrained superfield furnishes. This is the way to obtain
irreducible representations of the supersymmetry algebra in the superspace formalism.

3.5 Restricted Superfields

We will walk through three major ways how to constrain a general scalar superfield Φ̂(z)
in order to obtain smaller representation spaces: DαΦ̂(z) = 0, D̄α̇Φ̂(z) = 0 and the reality
condition Φ̂†(z) = Φ(z)

The Chiral Superfield

The chiral superfield fulfils the condition

D̄α̇Φ̂(z) = 0 . (111)

Use the component field decomposition of a general scalar superfield in
Eq. (101) and the definition of D̄α̇ in Eq. (108) to calculate the restrictions
resulting from Eq. (111) on the component field and calculate the component
field decomposition of Φ̂(z)|chiral using those restrictions on Φ̂(z).

Eq. (111) leads to the following constraints on the component fields of a general scalar
superfield:

χ̄α̇(x) = 0 , n(x) = 0 , ψα(x) = 0 , (112)

vµ(x) = −i∂µf(x) , λ̄α̇(x) =
i

2
(∂µφ(x)σµ)α̇ , d(x) = −1

4
�f(x) . (113)

Hence, we have

Φ̂(z)|chiral = f(x) + θαφα(x) + (θθ)m(x)− i(θσµθ̄)∂µf(x) (114)

+
i

2
(θθ)(∂µφ(x)σµθ̄)− 1

4
(θθ)(θ̄θ̄)�f(x) . (115)
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The usual naming convention (and normalisation) for the chiral superfield an its compo-
nents is a bit different to what we wrote. To obtain it, the following shifts of symbols is
needed:

Φ̂(z)|chiral → φ̂(z) , f(x)→ A(x) , φα(x)→
√

2ψα(x) , m(x)→ F (x) . (116)

With this shift in convention, we get

φ̂(z) = A(x) +
√

2θαψα(x) + (θθ)F (x)− i(θσµθ̄)∂µA(x) (117)

+
i√
2

(θθ)(∂µψ(x)σµθ̄)− 1

4
(θθ)(θ̄θ̄)�A(x) ,

which is the general solution to the supersymmetric constraint equation

D̄α̇φ̂(z) = 0 . (118)

Note that the independent component with the highest power in the polynomial in θ and θ̄
is the (θθ) component F (x). All higher components are determined by lower ones through
the acting of derivatives and the (θ̄θ̄) as well as the (θ̄θ̄)θα component vanish. Clearly,
the representation space of supersymmetry which the chiral superfield furnishes is of lower
dimension than of the unconstrained scalar superfield: there are two complex scalar fields
A(x) and F (x) with together four real bosonic field degrees of freedom and a complex two-
component Weyl spinor field ψα(x) with matching four additional real fermionic degrees
of freedom.

Although this should be clear by construction, we would like to show now explicitly
that the component fields A(x), F (x) and ψα(x) transform among themselves under su-
persymmetry transformations. For this we can employ our previously derived formula for
the transformation property of the general scalar superfield, Eq. (102).

Employ the previously derived formula for the transformation property of the
general scalar superfield, Eq. (102), using the naming convention of Eq. (116)
to show the transformation properties of the component fields of chiral su-
perfield under an infinitesimal supersymmetry transformation:

δA(x) =
√

2ξαψα(x) ,

δψα(x) =
√

2ξαF (x)− i
√

2α(σµξ̄)∂µA(x) , (119)

δF (x) = ∂µ(i
√

2ψ(x)σµξ̄) .

Similar to the general scalar superfield, the “highest” independent component of the chiral
superfield (i.e. the (θθ) component), F (x), transforms again as a total derivative.
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The Anit-Chiral Superfield

The so-called anti-chiral superfield is a scalar superfield constrained by the condition

DαΦ̂(z) = 0 . (120)

We can work out the solution to this equation in the same way as in the previous section.
However, as Dα and D̄α̇ are related by complex conjugation, so are the solutions to the
conditions. Hence, the complex conjugate of a chiral superfield φ̂(z) is the general solution
to the condition for the anti-chiral superfield:

φ̂†(z) = A⋆(x) +
√

2θ̄α̇ψ̄
α̇(x) + (θ̄θ̄)F ⋆(x) + i(θσµθ̄)∂µA

⋆(x) (121)

− i√
2

(θ̄θ̄)(θσµ∂µψ̄(x))− 1

4
(θθ)(θ̄θ̄)�A⋆(x) .

Do the complex conjugation exercise, i.e. determine φ̂†(z) from φ(z) in
Eq. (117).

In terms of our original naming convention for the component fields in Eq. (101), which is
related to the one above via

Φ̂(z)|anti-chiral → φ̂†(z) , f(x)→ A⋆(x) , χ̄α̇(x)→
√

2ψ̄α̇(x) , n(x)→ F ⋆(x) , (122)

the condition (120) implies for the components of a general scalar superfield:

φα(x) = 0 , m(x) = 0 , λ̄α̇(x) = 0 , (123)

vµ(x) = i∂µf(x) , ψα(x) = − i
2
α(σµ∂µχ̄(x)) , d(x) = −1

4
�f(x) . (124)

The Real Superfield (Vector Superfield)

The real superfield is defined by the condition

Φ̂†(z) = Φ̂(z) . (125)

Using Eq. (101) and its complex conjugate, we get the following conditions for the compo-
nent fields:

f ⋆(x) = f(x) , χα(x) = φα , m⋆(x) = n(x) , n⋆(x) = m(x) , (126)

v⋆µ(x) = vµ(x) , λα(x) = ψα(x) , d⋆(x) = d(x) .

The number of bosonic and fermionic degrees of freedom are both exactly halved compared
to the general scalar superfield, i.e. there are now 8 bosonic and 8 fermionic degrees of
freedom. In particular, in contrast to the chiral and anti-chiral superfields, a spin-1 or
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vector field is part of the component fields here. Real superfields allow for a supersymmetric
generalisation of gauge vector fields and are therefore also often called “vector superfields.”

In order to illustrate its function as the supersymmetric generalisation of a gauge field,
a reparametrisation (and some slight change in notation) is in order:

Φ̂(z)|real → V (z) , (127)

f(x)→ C(x) ∈ R , (128)

φα(x)→ −iχα(x) , (129)

χ̄α̇ → iχ̄α̇ , (130)

m(x)→ − i
2

(M(x) − iN(x)) , M,N ∈ R , (131)

n(x)→ i

2
(M(x) + iN(x)) , (132)

vµ(x)→ −vµ(x) , (133)

λ̄α̇(x)→ −i(λ̄α̇(x)− i

2
α̇(σ̄µ∂µχ(x))) , (134)

ψα(x)→ i(λα(x)− i

2
α(σµ∂µχ̄(x)))) , (135)

d(x)→ −1

2
(D(x) +

1

2
�C(x)) , D ∈ R . (136)

The real or vector superfield then reads

V̂ (z) = C(x)− iθχ(x) + iθ̄χ̄(x)− i

2
(θθ)[M(x) − iN(x)] +

i

2
(θ̄θ̄)[M(x) + iN(x)]

− (θσµθ̄)vµ(x)− i(θθ)θ̄α̇[λ̄α̇(x)− i

2
α̇(σ̄µ∂µχ(x))] + i(θ̄θ̄)θα[λα(x)− i

2
α(σµ∂µχ̄(x))]

− 1

2
(θθ)(θ̄θ̄)[D(x) +

1

2
�C(x)] . (137)

A real superfield V̂ (z) can be used as a supersymmetric generalisation of a gauge field. In
the Abelian case, the gauge transformation of a normal gauge field vµ(x),

vµ(x) 7→ vµ(x) +
1

g
∂µα(x) ,

with some arbitrary function α(x), generalises in the supersymmetric case to

V̂ (z) 7→ V̂ (z) + φ̂(z) + φ̂†(z) , (138)

with an arbitrary chiral superfield φ̂(z) and its corresponding, anti-chiral, complex conju-
gate superfield φ̂†(z). Later, when we will discuss gauge interactions in more detail, we
will use the notation φ̂(z)→ −iΛ(z)/(2g) and φ̂†(z)→ iΛ†(z)/(2g).
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Calculate φ̂(z) + φ̂†(z) in component fields, compare with the component
field representation V̂ (z) in Eq. (137) and read off the super gauge transfor-
mations for the component fields of V̂ (z).

The behaviour of the component fields of a vector superfield under a super gauge trans-
formation are as follows (the sense in the awkward-looking convention we chose for the
component fields should now be apparent):

C(x) 7→ C(x) + 2Re[A(x)] ,

χα(x) 7→ χα(x) + i
√

2ψα(x) ,

χ̄α̇(x) 7→ χ̄α̇(x)− i
√

2ψ̄α̇(x) ,

M(x) − iN(x) 7→M(x) − iN(x) + 2iF (x) , (139)

M(x) + iN(x) 7→M(x) + iN(x)− 2iF ⋆(x) ,

vµ(x) 7→ vµ(x) + ∂µ(−2Im[A(x)]) ,

λα(x) 7→ λα(x) ,

D(x) 7→ D(x) .

It is easy to see that the fields C, M , N and χ can be eliminated completely by a choice of
Re(A), F and ψ. While this choice alone does not fix a gauge completely, it is an important
gauge class, called Wess Zumino gauge after its inventors. The normal gauge freedom of
the vector field vµ remains untouched by this choice. However, the Wess Zumino gauge
breaks invariance under supersymmetry transformations. Note that the component fields
λ and D do not change at all under a super gauge transformation, i.e. they are super
gauge invariant. While this insight looks rather trivial here, it will become a major tool in
the construction of gauge invariant and supersymmetric interaction Lagrangians, once we
have shown that products of superfields are again superfields.

Calculate V̂ (z) in Wess Zumino gauge.

The result of this exercise is:

V̂ (z)|WZ = −(θσµθ̄)vµ(x)− i(θθ)θ̄λ̄(x) + i(θ̄θ̄)θλ(x)− 1

2
(θθ)(θ̄θ̄)D(x) . (140)

Most importantly, the vector superfield in Wess Zumino gauge has only components with
at least two Grassmann factors attached. Hence, already the third power of it vanishes:

(V̂ (z)|WZ )3 = 0 . (141)

In a supersymmetric gauge theory, the fermionic components λ(x) and λ̄(x) comprise the
spin-1

2
superpartner to the gauge field vµ(x), giving rise to the particles called gauginos.
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The scalar field D(x) turns out to be an auxiliary degree of freedom, with no dynamical
equation of motion, i.e. there is no kinetic term for D(x) in the Lagrangian. It can be
eliminated using its equation of motion which relates it algebraically to physical degrees
of freedom.

3.6 Products of Superfields

Our ultimate goal in this course is to formulate a supersymmetric model of interacting
particles. Interactions in quantum field theory are described by products of local operators.
Hence, we are going to study products of superfields next. It is very helpful in that respect,
as we will show below, that products of superfields are again superfields, and, in particular,
that the product of all chiral or all anti-chiral factors will also be a chiral or anti-chiral
superfield, respectively.

Products of Superfields are Superfields

Given two general scalar superfields Φ̂1(z) and Φ̂2(z), we would like to study the basic
properties of the product

Φ̂12 := Φ̂1Φ̂2 .

First of all, the field Φ̂12 at given coordinates z in superspace is the result of acting with a
super translation on the field at the origin and it should coincide with the product Φ̂1 and
Φ̂2 at z:

Φ̂12(z) = t(z)Φ̂12(0, 0, 0)t−1(z)

= t(z)Φ̂1(0, 0, 0)Φ̂2(0, 0, 0)t−1(z)

= t(z)Φ̂1(0, 0, 0)t−1(z) t(z)Φ̂2(0, 0, 0)t−1(z)

= Φ̂1(z)Φ̂2(z) .

Clearly, the same chain of operations can be repeated for any element g of the super
Poincaré group instead of t acting on Φ̂12(z), thus showing that the product Φ̂12(z) trans-
forms as a scalar superfield:

gΦ̂12(z)g
−1 = Φ̂12(z

′) .

Hence, the product of scalar superfields is itself a superfield, and, as this reasoning can be
iterated, any multiple product of scalar superfields is also a scalar superfield.

Component Fields of the Product Φ̂12

Here’s now another of the more lengthy calculations using the Weyl spinor formalism: the
component fields of a product of two superfields expressed in terms of the component fields
of the two factors. It’s tedious but it pays off greatly, because once one has the general
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formula, the product of arbitrary numbers of superfields or special ones is then piece of
cake. Let’s chose names:

Φ̂1(z) = f1(x) + θαφ1,α(x) + θ̄α̇χ̄
α̇
1 (x) + (θθ)m1(x) + (θ̄θ̄)n1(x) + (θσµθ̄)v1,µ(x)

+ (θθ)θ̄α̇λ̄
α̇
1 (x) + (θ̄θ̄)θαψ1,α(x) + (θθ)(θ̄θ̄)d1(x) , (142)

Φ̂2(z) = f2(x) + θαφ2,α(x) + θ̄α̇χ̄
α̇
2 (x) + (θθ)m2(x) + (θ̄θ̄)n2(x) + (θσµθ̄)v2,µ(x)

+ (θθ)θ̄α̇λ̄
α̇
2 (x) + (θ̄θ̄)θαψ2,α(x) + (θθ)(θ̄θ̄)d2(x) , (143)

Φ̂12(z) = f12(x) + θαφ12,α(x) + θ̄α̇χ̄
α̇
12(x) + (θθ)m12(x) + (θ̄θ̄)n12(x) + (θσµθ̄)v12,µ(x)

+ (θθ)θ̄α̇λ̄
α̇
12(x) + (θ̄θ̄)θαψ12,α(x) + (θθ)(θ̄θ̄)d12(x) . (144)

Calculate, at least, f12(x), φ12,α(x) and m12(x) in terms of component fields

of Φ̂1(x) and Φ̂2(x).

If you are patient enough to do all the spinor “gymnastics” you should arrive at (the x
dependence has been dropped in the notation):

f12 = f1f2 ,

φ12,α = f1φ2,α + f2φ1,α ,

χ̄α̇
12 = f1χ̄

α̇
2 + f2χ̄

α̇
1 ,

m12 = f1m2 + f2m1 −
1

2
(φ1φ2) ,

n12 = f1n2 + f2n1 −
1

2
(χ̄1χ̄2) , (145)

vµ12 = f1v
µ
2 + f2v

µ
1 +

1

2
φ1σ

µχ̄2 +
1

2
φ2σ

µχ̄1 ,

λ̄α̇12 = f1λ̄
α̇
2 + f2λ̄

α̇
1 +m1χ̄

α̇
2 +m2χ̄

α̇
1 +

1

2
α̇(σ̄µφ1)v2,µ +

1

2
α̇(σ̄µφ2)v1,µ ,

ψ12,α = f1ψ2,α + f2ψ1,α + n1φ2,α + n2φ1,α −
1

2
α(σµχ̄1)v2,µ −

1

2
α(σµχ̄2)v1,µ ,

d12 = f1d2 + f2d1 +m1n2 +m2n1 −
1

2
χ̄1λ̄2 −

1

2
χ̄2λ̄1 −

1

2
φ1ψ2 −

1

2
φ2ψ1 +

1

2
v1,µv

µ
2 .

If we had doubts before, whether the product of two scalar superfields is commuting, the
results above show it clearly:

Φ̂1(z)Φ̂2(z) = Φ̂2(z)Φ̂1(z) . (146)

Product of two Chiral Superfields

As the SUSY covariant derivative D̄α̇ is a linear operator, it is clear that the Leibniz rule
applies. Hence, for products of chiral superfields φ̂1 and φ̂2 it immediately follows, that

30



the product φ̂12 = φ̂1φ̂2 is also a chiral superfield:

D̄α̇φ̂12 = D̄α̇(φ̂1φ̂2) = (D̄α̇φ̂1)φ̂2 + φ̂1(D̄α̇φ̂2) = 0 . (147)

Then, by induction, it follows that any multiple product of chiral superfields is also a chiral
superfield.

Using the component field solution of the chirality condition Eq. (111) for
two superfields φ̂1 and φ̂2,

χ̄i = ni = ψi = 0 , vµi = −i∂µfi , λ̄i,α̇ =
i

2
(∂µφiσ

µ)α̇ , di = −1

4
�fi (i = 1, 2) ,

specialise our general product formula Eq. (145) to the product of two chiral
superfields φ̂12 = φ̂1φ̂2.

Convince yourself that the component fields of the product again fulfil the
chirality condition.

Thus we get for the component fields of φ̂12:

f12 = f1f2

φ12,α = f1φ2,α + f2φ1,α ,

χ̄α̇
12 = 0 ,

m12 = f1m2 + f2m1 −
1

2
(φ1φ2) ,

n12 = 0 , (148)

vµ12 = −if1∂µf2 − if2∂µf1 = −i∂µ(f1f2) ,

λ̄α̇12 =
i

2
∂µ
(
f1(φ2σ

µ)α̇ + f2(φ1σ
µ)α̇

)
=
i

2
∂µ(φ12σ

µ)α̇ ,

ψ12,α = 0 ,

d12 = −1

4
f1�f2 −

1

4
f2�f1 = −1

4
�f12 .

From the discussion above, we knew already that products of chiral superfields are again
chiral superfields. Nevertheless, it is instructive to see, that the component fields of φ̂12

readily resemble the solution to the chirality condition in terms of component fields which
we derived in the previous section.

Product of three Chiral Superfields

We saw already that the (θθ) component of a chiral superfield transforms as a total deriva-
tive under supersymmetry transformations and it is likewise for the (θ̄θ̄) component of an
anti-chiral superfield. Such terms will be building blocks of supersymmetric Lagrangians.
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For this reason, we restrict our attention in the evaluation of the product of three chiral
superfields to the (θθ) component of this product.

Use Eq. (148) to determine the (θθ) component of three chiral superfields

φ̂3(z)φ̂2(z)φ̂1(z)
∣
∣
(θθ)

.

Here the solution:

φ̂3(z)φ̂2(z)φ̂1(z)
∣
∣
(θθ)

= m321(θθ) ,

φ̂3(z)φ̂12(z)
∣
∣
(θθ)

(148)
= f3m12 + f12m3 −

1

2
(φ3φ12) ,

(148)
= f3(f1m2 + f2m1 −

1

2
(φ2φ2)) + f1f2m3 −

1

2
(φ3(f1φ2 + f2φ1)) .

Hence, we have :

φ̂3(z)φ̂2(z)φ̂1(z)
∣
∣
(θθ)

= f1f3m2 + f2f3m1 + f1f2m3 −
1

2
f3(φ1φ2)−

1

2
f1(φ3φ2)−

1

2
f2(φ3φ1) ,

(149)

where the x dependence of the component fields is not shown. Shifting to the conventional
naming and normalisation, Eq. (116), we have

φ̂3(z)φ̂2(z)φ̂1(z)
∣
∣
(θθ)

= A1A3F2 + A2A3F1 + A1A2F3 − A3(ψ1ψ2)− A1(ψ3ψ2)− A2(ψ3ψ1) .

(150)

The corresponding formula for the (θ̄θ̄) component of the product of three anti-chiral
superfields φ̂†3φ̂

†
2φ̂
†
1 can be obtained by complex conjugation:

φ̂†3(z)φ̂
†
2(z)φ̂

†
1(z)

∣
∣
(θ̄θ̄)

= A⋆
1A

⋆
3F

⋆
2 + A⋆

2A
⋆
3F

⋆
1 + A⋆

1A
⋆
2F

⋆
3 −A⋆

3(ψ̄1ψ̄2)−A⋆
1(ψ̄3ψ̄2)−A⋆

2(ψ̄3ψ̄1) .

(151)

Products of Anti-Chiral and Chiral Superfields

With products of two and three chiral or anti-chiral superfields, we have already some
building blocks for supersymmetric interaction terms at hand. Yet, we still lack kinetic
terms. To that end, we study the product φ̂†φ̂ which we know is a real superfield. We
also know that the (θθ)(θ̄θ̄) component of a real superfield transforms as a total derivative
under supersymmetry transformations, and thus serves as another potential building block
of supersymmetric Lagrangians.
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Calculate

φ̂†φ̂
∣
∣
(θθ)(θ̄θ̄)

using our general formula for products of two superfields Eq. (145) with

Φ̂1 = φ̂† :







f1 → A⋆, φ1,α → 0, χ̄1,α̇ →
√

2ψ̄α̇,

m1 → 0, n1 → F ⋆, v1,µ → i∂µA
⋆,

λ̄α̇1 → 0, ψ1,α → − i√
2α

(σµ∂µψ̄), d1 → −1
4
�A⋆

,

Φ̂2 = φ̂ :







f2 → A, φ2,α →
√

2ψα, χ̄2,α̇ → 0,

m2 → F, n2 → 0, v2,µ → −i∂µA,
λ̄2,α̇ → i√

2
(∂µψσ

µ)α̇, ψα
2 → 0, d2 → −1

4
�A

.

The result of this exercise is:

φ̂†φ̂
∣
∣
(θθ)(θ̄θ̄)

= −1

4
A⋆

�A− 1

4
A�A⋆ +

1

2
∂µA

⋆∂µA− i

2
(∂µψσ

µψ̄) +
i

2
(ψσµ∂µψ̄) + F ⋆F .

(152)

We get kinetic terms for the scalar field A and and for the Weyl spinor ψ. However, there
is no kinetic term for the scalar F . We will see in the next section that this field F is
auxiliary in nature.
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4 Supersymmetric Field Theories

Finally, we can put all the building blocks together and construct supersymmetric field
theories. We will first discuss interacting chiral and anti-chiral superfields, i.e. the Wess
Zumino model [4], and then supersymmetric gauge theories.

4.1 Wess Zumino Model

The possibly simplest case of an interacting supersymmetric model consists of a chiral and
anti-chiral superfield with kinetic term and a supersymmetric interaction potential, the so-
called super potential. In order to make it not too simple, we readily consider a collection
of N chiral and anti-chiral superfields φ̂i and φ̂†i . Here’s the Lagrangian (summation over
doubly appearing indices is understood):

LWZ = φ̂†i φ̂i

∣
∣
(θθ)(θ̄θ̄)

+

[

aiφ̂i +
1

2
mijφ̂iφ̂j +

1

3!
gijkφ̂iφ̂jφ̂k

]

︸ ︷︷ ︸

=superpotential W (φ̂i)

∣
∣
∣
∣
(θθ)

+
[

W (φ̂i)
]†
∣
∣
∣
∣
(θ̄θ̄)

. (153)

Note that we will assume, without loss of generality, that mij and gijk are symmetric under
any permutation of their indices. This is, because the products of superfields here do not
depend on the order of the factors.

By construction, each term in the Lagrangian LWZ varies by a total derivative under
supersymmetry transformations and leaves therefore the action

S =

∫

V

d4x LWZ(x) (154)

invariant: The variation of the action under a supersymmetry transformation δS can be
written as a surface integral over the boundary ∂V of the space-time volume V , which
vanishes in the limit of the volume V covering the whole of space-time, because all fields
are required to vanish at spatial infinity and for t→ ±∞.

The Wess Zumino Lagrangian does not contain powers of superfields higher than three.
This is to insure renormalisability of the model. Including powers of superfields higher
than three would introduce non-renormalisable interactions, as we will see shortly.

Determine the Lagrangian LWZ in terms of the component fields Ai, ψi, Fi

and their complex conjugates with the help of the product formulas of the
section above.

After partial integration of the kinetic terms involving the d’Alembert operator (�), we
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get the result:

LWZ = ∂µA
⋆
i∂

µAi −
i

2
(∂µψiσ

µψ̄i) +
i

2
(ψiσ

µ∂µψ̄i) + F ⋆
i Fi

+ aiFi +mij(AiFj −
1

2
(ψiψj)) +

1

2
gijk(AiAjFk − Ai(ψjψk)) (155)

+ a⋆iF
⋆
i +m⋆

ij(A
⋆
iF

⋆
j −

1

2
(ψ̄iψ̄j)) +

1

2
g⋆ijk(A

⋆
iA

⋆
jF

⋆
k −A⋆

i (ψ̄jψ̄k)) .

As indicated before, there are no derivative terms involving the fields Fi and F ⋆
i present in

the Lagrangian Hence, the field equations for those fields

∂µ
∂LWZ

∂(∂µFl)
− ∂LWZ

∂Fl

= 0 , ∂µ
∂LWZ

∂(∂µF
⋆
l )
− ∂LWZ

∂F ⋆
l

= 0 , (156)

reduce to

∂LWZ

∂Fl

= 0 ,
∂LWZ

∂F ⋆
l

= 0 . (157)

Using the Lagrangian LWZ in Eq. (155), determine the field equations for
the fields Fl and F ⋆

l .

The result gives algebraic relations between the fields Fl and the A⋆
i , and between the F ⋆

l

and the Ai:

F ⋆
l = −al −milAi −

1

2
gijlAiAj , (158)

Fl = −a⋆l −m⋆
ilA

⋆
i −

1

2
g⋆ijlA

⋆
iA

⋆
j . (159)

Now the auxiliary nature of the the fields Fl and F ⋆
l is apparent: We can re-insert the

algebraic relations above in the Lagrangian of Eq. (155) and eliminate the fields Fl and F ⋆
l

completely. This form of the Lagrangian is called the “on-shell” Lagrangian, because the
auxiliary fields have been eliminated.

Starting from the Wess Zumino Lagrangian for one superfield without linear
term in the superpotential and real parameters,

LWZ = φ̂†φ̂
∣
∣
(θθ)(θ̄θ̄)

+

[
1

2
mφ̂2 +

1

3!
gφ̂3

] ∣
∣
∣
∣
(θθ)

+

[
1

2
m(φ̂†)2 +

1

3!
g(φ̂†)3

] ∣
∣
∣
∣
(θ̄θ̄)

,

determine the on-shell Lagrangian, i.e. eliminate the auxiliary fields F and
F ⋆ in the Lagrangian in component fields with the help of the field equations
they obey.
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The result of this exercise is:

LWZ,on-shell = ∂µA
⋆∂µA−m2A⋆A− i

2
(∂µψiσ

µψ̄i) +
i

2
(ψiσ

µ∂µψ̄i)−
1

2
m(ψψ + ψ̄ψ̄)

− 1

2
gAψψ − 1

2
gA⋆ψ̄ψ̄ − 1

2
mg(A⋆)2A− 1

2
mgA⋆A2 − 1

4
g2(A⋆)2A2 . (160)

A few typical features of supersymmetric models are apparent here which we highlight
here:

• There is a complex scalar A and a Weyl spinor field ψ in the particle spectrum with
the same mass m .

• Upon eliminating the auxiliary fields, a scalar four-point interaction of A is generated.

• The Yukawa coupling between the A and ψ and the four-point interaction of A are
determined by the same coupling constant g.

• The scalar three-point interaction of A is determined by the mass m and g.

This conspiracy of couplings and masses leads for instance to the cancellation of quadrat-
ically divergent loop contributions to self energies.

Note that the “on-shell” Lagrangian would not have looked much different, if we had
kept a term linear in the superfield in the super potential:

W (φ̂) = aφ̂+
1

2
mφ̂2 +

1

3!
gφ̂3 .

With a shift of A by a constant, A → A + A0, which does not spoil the chirality and
anti-chirality of φ̂ and φ̂†, one also arrives at the form of the Lagrangian in Eq. (160) but
with m shifted to:

m→ M =
√

m2 − 2ga .

4.2 Abelian Gauge Theory

4.2.1 Minimal Substitution, Matter Gauge Interaction

In ordinary free field theory of some complex scalar φ(x) or fermion ψ(x), the corresponding
kinetic and mass terms

L = (∂µφ)⋆∂µφ−m2φ⋆φ or L = ψ̄ iγµ∂
µψ −mψ̄ψ

are invariant under global phase transformations:

φ → φ′ = eiαφ ,
φ⋆ → φ′⋆ = e−iαφ⋆ ,

or
ψ → ψ′ = eiαψ ,
ψ̄ → ψ̄′ = e−iαψ̄ ,
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with an arbitrary phase α which is constant in space and time.
Requiring local phase invariance, i.e. allowing the phase to depend on the space-time

coordinate, α → α(x), the minimal substitution ∂µ → ∂µ − igvµ(x) in the corresponding
kinetic term leads to Abelian gauge interactions of this scalar or fermion with a gauge field
vµ(x). Local phase invariance is then realised by the gauge field transforming locally with
a shift proportional to the gradient of the phase function α(x):

vµ(x)→ v′µ(x) = vµ(x) +
1

g
∂µα(x) .

The supersymmetric generalisation of the minimal substitution should also start from
the kinetic term. For chiral superfields, which will be the building blocks for the “su-
persymmetrisation” of the SM (chiral) fermions and the Higgs field, we showed that it
reads:

φ̂†φ̂

∣
∣
∣
∣
(θθ)(θ̄θ̄)

Obviously, this term is invariant under global phase transformations:

φ̂→ φ̂′ = eiαφ̂ , φ̂† → φ̂′† = e−iαφ̂† .

Moreover, multiplying a chiral superfield by a constant does not spoil its property of
being a chiral superfield. In fact, a scalar field φc, constant in space and time, can be
considered a chiral and anti-chiral superfield, as it fulfils both D̄α̇φc = 0 and Dαφc = 0.
However, as soon as we allow for local phase transformations, it is clear that we need to
extend the transformation in a supersymmetric way, because the product eiα(x)φ̂(z) is not
a chiral superfield anymore. We know already from Section 3.6 that any multiple product
of chiral superfields is again a chiral superfield. Hence, the way to remedy the situation is
to introduce a full chiral superfield Λ̂(z) (i.e. D̄α̇Λ̂ = 0) and its complex conjugate Λ̂†(z),
which is anti-chiral (DαΛ̂† = 0), as the transformation parameter, i.e. the concept of gauge
transformations needs a supersymmetric generalisation, as already indicated in the section
on the vector superfield above:

φ̂→ φ̂′ = eiΛ̂(z)φ̂ , φ̂† → φ̂′† = φ̂†e−iΛ̂
†(z) .

Note that the order of the factors in this equations (e.g. of φ̂†e−iΛ̂
†(z)) is not relevant,

because, as we saw, the product of two scalar superfields (and the special cases derived
from it) commute, and, in the Abelian case, we do not assume any other non-commuting
structure for φ̂(z) and Λ̂(z). In the non-Abelian case, the order of terms does matter, and
the way the transformation is written above holds also in this case.
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For a pair of chiral and anti-chiral superfields φ̂ and φ̂†, which we will denote as “matter
fields” (in a broad sense), it turns out that the product

φ̂†e2gV̂ φ̂

∣
∣
∣
∣
(θθ)(θ̄θ̄)

(161)

with a vector superfield V̂ is gauge symmetric as well as supersymmetric if the vector
superfield transforms according to the rule:

V (z)→ V ′(z) = V (z)− 1

2g

(

iΛ̂(z)− iΛ̂†(z)
)

. (162)

To illustrate this, we write out the gauge transformed term in Eq. (161) explicitly:

φ̂′†e2gV̂
′

φ̂′ = φ̂†e−iΛ̂
†(z)e2gV̂

′

eiΛ̂(z)φ̂ = φ̂†e2gV̂
′+iΛ̂(z)−iΛ̂†(z)φ

(162)
= φ̂†e2gV̂ φ .

As the products of all involved superfields with each other commute, we were allowed to
use the normal power rule eAeB = eA+B. This, of course, is different in the non-Abelian
case.

We will assume now, that the Wess Zumino gauge has been chosen, i.e. according to
Eq. (140) we have:

V̂ (z)|WZ = −(θσµθ̄)vµ(x)− i(θθ)θ̄λ̄(x) + i(θ̄θ̄)θλ(x)− 1

2
(θθ)(θ̄θ̄)D(x) .

From this, we also know that all powers of V̂WZ higher than two vanish. Thus we get:

e2gV̂WZ = 1 + 2gV̂WZ + 2g2V̂ 2
WZ .

Note that after choosing the Wess Zumino gauge class, supersymmetry is not manifest
anymore. However, we still are free to choose an arbitrary function α(x), which is the
real part of the lowest component (i.e. the one without Grassmann parameters) of Λ̂(z).
We can see this by translating Eq. (138) and Eq. (139) using φ̂(z) → −iΛ̂(z)/(2g) and
φ̂†(z)→ iΛ̂†(z)/(2g):

1

g
α(x) := −2Im(A(x)) = −1

i
(φ̂(x, 0, 0)− φ̂†(x, 0, 0))

=
i

2g
(−iΛ(x, 0, 0)− iΛ†(x, 0, 0)) =

1

g
Re(Λ(x, 0, 0)) .

This freedom allows us to perform the usual gauge transformations of the component fields
A,ψ and vµ:

A(x)→ A′(x) = eiα(x)A(x) , ψ(x)→ ψ′(x) = eiα(x)ψ(x) ,

A⋆(x)→ A′⋆(x) = e−iα(x)A⋆(x) , ψ̄(x)→ ψ̄′(x) = e−iα(x)ψ̄(x) ,

vµ(x)→ v′µ(x) = vµ(x) +
1

g
α(x) .
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Convince yourself that

Lmatter gauge int. = φ̂†e2gV̂WZφ̂

∣
∣
∣
∣
(θθ)(θ̄θ̄)

=
[

φ̂†φ̂+ 2gφ̂†V̂WZφ̂+ 2g2φ̂†V̂ 2
WZφ̂

] ∣∣
∣
∣
(θθ)(θ̄θ̄)

(163)

leads to a gauge invariant field theory in component fields by expressing L
in component fields. We have already calculated the (θθ)(θ̄θ̄) component of
φ̂†φ̂ in component fields in Eq. (152). So, the real work to be done is to
calculate the products

φ̂†V̂WZφ̂

∣
∣
∣
∣
(θθ)(θ̄θ̄)

and φ̂†V̂ 2
WZφ̂

∣
∣
∣
∣
(θθ)(θ̄θ̄)

making heavy use of our general product formula Eq. (145). In order to
simplify this task, let us note here the component entries of a standard
scalar superfield for φ̂, φ̂† and V̂WZ:

φ̂† :







f → A⋆, φα → 0, χ̄α̇ →
√

2ψ̄α̇,

m → 0, n → F ⋆, vµ → i∂µA
⋆,

λ̄α̇ → 0, ψα → − i√
2α

(σµ∂µψ̄), d → −1
4
�A⋆







,

φ̂ :







f → A, φα →
√

2ψα, χ̄α̇ → 0,

m → F, n → 0, vµ → −i∂µA,
λ̄α̇ → i√

2
(∂µψσ

µ)α̇, ψα → 0, d → −1
4
�A







,

V̂WZ :







f → 0, φα → 0, χ̄α̇ → 0,

m → 0, n → 0, vµ → −vµ,
λ̄α̇ → −iλ̄α̇, ψα → iλα, d → −1

2
D







.

Some intermediate results of this exercise are:

V̂ 2
WZ =

1

2
vµv

µ(θθ)(θ̄θ̄) ,

φ̂†V̂WZφ̂

∣
∣
∣
∣
(θθ)(θ̄θ̄)

= −1

2
A⋆DA+

i

2
(A⋆∂µA−A∂µA⋆)vµ −

i√
2

(A⋆ψλ− Aψ̄λ̄) +
1

2
(ψ̄σ̄µψ)vµ .
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Putting everything together, we get finally:

Lmatter gauge int. =
[

(∂µ − igvµ(x))A(x)
]⋆[

(∂µ − igvµ(x))A(x)
]

+ iψ̄(x)σ̄µ(∂µ − igvµ(x))ψ(x) (164)

−
√

2g
(
A⋆(x)ψ(x)λ(x)− A(x)ψ̄(x)λ̄(x)

)

− gA⋆(x)D(x)A(x) + F ⋆(x)F (x) .

While a full model needs the supersymmetric version of the gauge field dynamics too, which
we will develop below, a few remarks seem fit at this point:

• Gauge invariance is apparent: Each partial derivative is accompanied by a gauge
field term to form a gauge covariant derivative, as required by gauge symmetry.

• The scalar field A and its fermionic partner ψ of the chiral multiplet φ̂ are both gauge
fields with the same U(1) charge.

• There is an interaction which connects the scalar A, the fermion ψ and the fermion
λ which is a fermionic member of the vector superfield.

• Apart from F , which we know to be auxiliary, the fields D and λ do not have any
dynamics so far. As it will turn out shortly, D is also an auxiliary field, while λ is a
dynamical degree of freedom of the vector superfield, the fermionic superpartner of
the vector field (the “gaugino”), which receives its dynamics from the kinetic term
of the gauge field.

4.2.2 Kinetic Term of the Gauge Field

This section is most likely beyond the scope of the exercise course given the time con-
straints. For completeness, it is included anyway and even some exercises are put in. The
construction of the supersymmetric kinetic term of the gauge field proceeds in an even less
transparent way than the construction in the previous section. The following remarks try
to motivate it.

Already when we discussed the vector superfield, we realised that the fields λα(x) and
D(x) do not change under a supersymmetric gauge transformation. A superfield Ŵα and

its complex conjugate ˆ̄Wα̇, constructed from the vector superfield V̂ , which has λα(x) and
λ̄α̇(x), respectively, as its lowest component can be obtained via multiple applications of
the SUSY covariant derivatives in the following form:

Ŵα = −1

4
(D̄D̄)DαV̂ and ˆ̄Wα̇ = −1

4
(DD)D̄α̇V̂ . (165)
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Use the algebra of the D’s and D̄’s in Eq. (110) to show that the superfields

Ŵα and ˆ̄Wα̇ are chiral and anti-chiral superfields, respectively, i.e. show:

D̄α̇Ŵα = 0 and Dα
ˆ̄Wα̇ = 0 .

The solution is very simple. We use the fact that products of squares of anti-commuting
factors vanish. Writing out the differential operators we get:

D̄α̇Ŵα = −1

4
D̄α̇D̄β̇D̄γ̇ ǭ

γ̇β̇DαV̂ .

From the anti-commutation property of the D̄’s in Eq. (110) we know that (D̄1̇)
2 = (D̄2̇)

2 =
0 and, as the index space of α̇, β̇ and γ̇ is only {1̇, 2̇}, there must always be two equal factors
in D̄α̇D̄β̇D̄γ̇ . Hence,

D̄α̇Ŵα = 0 , and likewise Dα
ˆ̄Wα̇ = 0 .

Knowing that Ŵα and ˆ̄Wα̇ are chiral and anti-chiral superfields, a supersymmetric
Lagrangian would be

Lgauge kin. ∝ Ŵ αŴα

∣
∣
(θθ)

+ ˆ̄Wα̇
ˆ̄W α̇

∣
∣
(θ̄θ̄)

. (166)

However, before we jump to conclusions, we first have to see if this construction is also
invariant under supersymmetric gauge transformations.

Use the algebra of the D’s and D̄’s in Eq. (109) and Eq. (110) to show that

the superfields Ŵα and ˆ̄Wα̇ are invariant under the supersymmetric gauge
transformation

V̂ → V̂ ′ = V̂ − 1

2g

(

iΛ̂− iΛ̂†
)

.

Note that Λ̂(z) and Λ̂†(z) are chiral and anti-chiral superfields, i.e.

D̄α̇Λ̂ = 0 , DαΛ̂† = 0 . (167)
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We show here the solution for Ŵα (The reasoning is similar for ˆ̄Wα̇.):

Ŵα → −
1

4
(D̄D̄)Dα

(

V̂ − i

2g
Λ̂ +

i

2g
Λ̂†

)

,

= Ŵα +
i

8g
(D̄D̄)DαΛ̂ , (DαΛ̂† = 0)

= Ŵα +
i

8g
ǭβ̇α̇D̄α̇{D̄β̇, Dα}Λ̂ , (D̄α̇Λ̂ = 0)

= Ŵα +
i

8g
ǭβ̇α̇2i(σµ)αβ̇D̄α̇Λ̂ , (Eq. (109))

= Ŵα . (D̄α̇Λ̂ = 0)

Up to now, we showed that Ŵα and ˆ̄Wα̇ are chiral and anti-chiral superfields, respectively,
and both fields are invariant under supersymmetric gauge transformations. Hence, we
know now that Eq. (166) gives a viable Lagrangian. In order to determine the correct
normalisation of the terms in the Lagrangian, we determine now the product W αWα|(θθ)
in Wess Zumino gauge. This is a lengthy calculation. We just quote here a few milestones
on the way to the final result:

D̄D̄ = −∂̄α̇∂̄α̇ + 2i(θσµ)α̇∂̄
α̇∂µ + (θθ)� ,

Ŵα = iλα + θβ [ǫαβD +
1

2
(σµν) γ

α ǫβγ(∂µvν − ∂νvµ)] + (θθ) α(σµ∂µλ̄)

+ (θσµθ̄)∂µλα + (θθ)θ̄β̇[− i
2

(σµ)αβ̇D − (σρσ̄νσµ)∂ρ∂µvν +
1

4
(σµ)αβ̇�vµ]

+ (θθ)(θ̄θ̄) [− i
4
�λα] .

In order to arrive at the final result also the following relation is needed:

(σµνσκλ) α
α = 2gµκgνλ − 2gµλgνκ + 2iǫµνκλ .

So, we get (with vµν := ∂µvν − ∂νvµ):

Ŵ αŴα

∣
∣
(θθ)

= −1

2
vµνv

µν + 2i(λσµ∂µλ̄) +D2 − i

4
ǫµνκλvµνvκλ , (168)

and by complex conjugation

ˆ̄Wα̇
ˆ̄W α̇

∣
∣
(θ̄θ̄)

= −1

2
vµνv

µν − 2i(∂µλσ
µλ̄) +D2 +

i

4
ǫµνκλvµνvκλ . (169)

Finally, we can write down the supersymmetric kinetic term of the gauge superfield in
Wess Zumino gauge:

Lgauge kin. =
1

4

(

Ŵ αŴα

∣
∣
(θθ)

+ ˆ̄Wα̇
ˆ̄W α̇

∣
∣
(θ̄θ̄)

)

, (170)

= −1

4
vµνv

µν +
i

2
(λσµ∂µλ̄)− i

2
(∂µλσ

µλ̄) +
1

2
D2 . (171)

Some remarks:
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• The gauge field vµ appears in the usual antisymmetric combination vµν = ∂µvν−∂νvµ,
which is invariant under the remaining gauge symmetry within the Wess Zumino
gauge class.

• A kinetic term for the fermion field λ and its complex conjugate appears. This field
is called the superpartner to the gauge field vµ, the “gaugino.”

• The field D is indeed an auxiliary field. It has no dynamics, i.e. there are no
derivatives acting on D.

4.2.3 The Full Lagrangian

We would like to put together the most general model we can construct so far. We include
the supersymmetric Lagrangians for the gauge interaction of “matter fields” described by
chiral superfields Φ̂i with U(1) charges Qi (some of which may be zero) and the gauge
kinetic terms. We also include a superpotential of the chiral superfields, the couplings of
which we assume to observe the gauge symmetry. We get for the manifest supersymmetric
and gauge invariant Lagrangian form:

L = φ̂†ie
2gQiV̂ φ̂i

∣
∣
∣
∣
(θθ)(θ̄θ̄)

+W (φ̂i)
∣
∣
(θθ)

+W (φ̂†i)
∣
∣
(θ̄θ̄)

+
1

4

(

Ŵ αŴα

∣
∣
(θθ)

+ ˆ̄Wα̇
ˆ̄W α̇

∣
∣
(θ̄θ̄)

)

, (172)

with

Ŵα = −1

4
(D̄D̄)DαV̂

ˆ̄Wα̇ = −1

4
(DD)D̄α̇V̂ , (173)

and the superpotential (not taking into account terms linear in superfields)

W (φ̂i) =
1

2
mijφ̂iφ̂j +

1

3!
gijkφ̂iφ̂jφ̂k . (174)

Note that the parameters of the superpotential have to observe some constraints, lest they
spoil the gauge symmetry:

− mij = 0 if Qi +Qj 6= 0

− gijk = 0 if Qi +Qj +Qk 6= 0

In Wess Zumino gauge, we get for the “off-shell” Lagrangian in component fields (sums
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over i, j, k implied):

L = −1

4
vµνv

µν +
i

2
(λσµ∂µλ̄)− i

2
(∂µλσ

µλ̄)

+
[

(∂µ − igQivµ)Ai

]⋆[
(∂µ − igQivµ)Ai

]
+ iψ̄iσ̄

µ(∂µ − igQivµ)ψi

− 1

2
mij(ψiψj)−

1

2
m⋆

ij(ψ̄iψ̄j)−
1

2
gijkAi(ψjψk)− 1

2
g⋆ijkA

⋆
i (ψ̄jψ̄k) (175)

−
√

2gQi

(
A⋆

iψiλ− Aiψ̄iλ̄
)

+
1

2
D2 − gQiA

⋆
iDAi

+ F ⋆
i Fi + (mijAj +

1

2
gijkAkAj)Fi + (m⋆

ijA
⋆
j +

1

2
g⋆ijkA

⋆
kA

⋆
j)F

⋆
i .

The field equation for D can now be given:

D = g
∑

i

QiA
⋆
iAi . (176)

Thus, the D-dependent part of L reads “on-shell”:

LD :=
1

2
D2 − g

∑

i

QiA
⋆
iDAi = −1

2
g2(

∑

i

QiA
⋆
iAi)

2 . (177)

Using the field equations for F ⋆
i and Fi from Eq. (158) and Eq. (159) with ai = 0:

F ⋆
i = −mijAj −

1

2
gijkAkAj ,

Fi = −m⋆
ijA

⋆
j −

1

2
g⋆ijkA

⋆
kA

⋆
j ,

we can write the Fi,F
⋆
i dependent part of L also “on-shell”:

LF := F ⋆
i Fi + (mijAj +

1

2
gijkAkAj)Fi + (m⋆

ijA
⋆
j +

1

2
g⋆ijkA

⋆
kA

⋆
j)F

⋆
i

= −
(
m⋆

ijA
⋆
j +

1

2
g⋆ijkA

⋆
kA

⋆
j

)(
milAl +

1

2
gilmAmAl

)

= −m⋆
jimilA

⋆
jAl −

1

2
m⋆

ijgilmA
⋆
jAmAl −

1

2
milg

⋆
ijkA

⋆
kA

⋆
jAl −

1

4
g⋆ijkgilmA

⋆
kA

⋆
jAmAl (178)
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Thus, we can eliminate all auxiliary fields in the full Lagrangian and write down the “on-
shell” version:

L = −1

4
vµνv

µν +
i

2
(λσµ∂µλ̄)− i

2
(∂µλσ

µλ̄)

+
[

(∂µ − igQivµ)Ai

]⋆[
(∂µ − igQivµ)Ai

]
+ iψ̄iσ̄

µ(∂µ − igQivµ)ψi

− 1

2
mij(ψiψj)−

1

2
m⋆

ij(ψ̄iψ̄j)−m⋆
jimilA

⋆
jAl (179)

− 1

2
gijkAi(ψjψk)− 1

2
g⋆ijkA

⋆
i (ψ̄jψ̄k)− 1

2
milg

⋆
ijkA

⋆
kA

⋆
jAl −

1

2
m⋆

ijgilmA
⋆
jAmAl

−
√

2gQi

(
A⋆

iψiλ−Aiψ̄iλ̄
)

− 1

4
g⋆ijkgilmA

⋆
kA

⋆
jAmAl −

1

2
g2
(∑

i

QiA
⋆
iAi

)2
.

Additional remarks:

• The physical degrees of freedom of the chiral superfields are complex scalars Ai

and corresponding Weyl fermions ψi with the same U(1) charge. They have masses,
determined by the same mass matrix mij and. In fact, a redefinition of the superfields

by a constant unitary matrix φ̂′i = Uijφ̂i allows to diagonalise the mass terms of the
Ai’s and the ψi’s simultaneously. Hence, to each scalar described by A′i corresponds
a superpartner fermion ψ′i of same mass and charge.

• There are Yukawa interactions of the scalars and fermions of the chiral superfields
generated from the cubic part of the superpotential and corresponding three-scalar
interactions with couplings proportional to the Yukawa couplings

• There are four-scalar interactions generated partly from the superpotential (from “F
terms”), governed by the Yukawa couplings, and partly from the gauge interaction
Lagrangian (from “D terms”), governed by gauge interactions. This is one of the
typical features of supersymmetric field theories: There is no freedom to chose the
four scalar interactions, they are all determined by Yukawa and gauge couplings. This
leads to the often quoted cancellation of quadratic divergences in supersymmetric
theories and, for instance, it also provides the reason why the lightest Higgs boson
in the MSSM cannot be arbitrarily heavy.

————————————–( Here ends the current write-up )————————————

The story goes on with the following topics:
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Non-Abelian Supersymmetric Gauge Theory

SUSY Breaking

Spontaneous Breaking

Soft Breaking

The MSSM

References

[1] S. R. Coleman, J. Mandula, “All Possible Symmetries of the S-matrix,” Phys. Rev.
159 (1967) 1251.

[2] Yu. A. Golfand and E. P. Likhtman, “Extension of the Algebra of Poincare Group
Generators and Violation of p Invariance,” JETP Lett. 13 (1971) 323 [Pisma Zh.
Eksp. Teor. Fiz. 13 (1971) 452].

[3] D. V. Volkov and V. P. Akulov, “Is the Neutrino a Goldstone Particle?,” Phys.
Lett. B 46 (1973) 109.

[4] J. Wess and B. Zumino, “Supergauge Transformations in Four-Dimensions,” Nucl.
Phys. B 70 (1974) 39.
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